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A B S T R A C T

For a long time it has been assumed that the rules of the genetic code were determined by chemistry – either by
stereochemical affinities or by metabolic reactions – but the experimental evidence has revealed a totally dif-
ferent reality; it has been shown that any codon can be associated to any amino acid, and this means that there is
no deterministic link between them. The genetic code, in other words, is based on arbitrary, or conventional, rules
and this raises a formidable problem: how can arbitrary rules exist in Nature? We know that such rules exist in
culture, but there is an abyssal difference between biology and culture, because the cultural codes are short-
lived, whereas the biological codes are the most conserved entities in evolution. Biological codes, in other words
are fundamentally different from cultural codes and we do need a model that makes us understand how they
came into being.

In this paper it is shown that the origin of biological codes takes place in five phases (beginning, evolution,
optimization, major transition and conservation) and this suggests a general model for their development.
According to this model, a biological code evolves in a system as a means of solving a local problem, but then it
becomes the tool of a much larger change in macroevolution. This is the great potential of the biological codes:
their ability to bring into existence absolute novelties that change the whole course of the history of life.
Different major transitions were based on different codes, but we can also recognize some common features in all
of them. This indicates that coding is a universal mechanism that Nature has employed many times in the course
of evolution to solve a wide variety of different problems.

1. Introduction

In Life Itself (1981) Francis Crick wrote that “… the genetic code is
as important for biology as Mendeleev’s Periodic Table of the Elements
is for chemistry, but there is an important difference. The Periodic
Table would be the same everywhere in the universe. The genetic code
appears rather arbitrary, or at least partly so … If this appearance of
arbitrariness in the genetic code is sustained, we can only conclude that
all life on earth arose from one very primitive population” (Crick, 1981,
p 46–47).

A few years later that “appearance of arbitrariness” became a cer-
tainty because it was shown that any codon can be associated with any
amino acid (Schimmel, 1987; Schimmel et al., 1993; Budisa, 2004;
Hartman et al., 2007) thus proving that there are no deterministic links
between them.

The origin of the genetic code is a historical fact, like the origin of
the solar system, the origin of the stars and the origin of the universe,
but in this case we must take into account the important difference
outlined by Crick, the fact that we are in the presence of arbitrary rules,
and that raises a problem that science has never met before: how can
arbitrary rules appear in Nature?

If the genetic code were an isolated case we could put this problem
aside, but in the past twenty years it has been shown that many other
organic codes exist in living systems (Barbieri, 2003), so how do we
account for their existence in Nature? It is true that each code is unique,
but the fact that many of them appeared on Earth tells us that Nature
has resorted to the mechanism of coding time and time again in the
history of life, and this is something that we need to understand.

Here it is shown that a general model on the mechanism of coding
can be obtained by studying the most general characteristics of the
genetic code; more precisely, it is shown that the history of the genetic
code can be divided into five phases that do not depend on the specific
characteristics of that code, and this gives us a model that can be ap-
plied to other codes. The five phases can be described in this way:

1.1. Beginning

The first rules of a code appear in a system as a means of performing
a particular function, and their arbitrariness implies that the first ver-
sion of a code is necessarily ambiguous.
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1.2. Evolution

If the products of an ambiguous code can still play a useful role in a
system, evolution tends to improve them by steadily reducing the am-
biguity of the code.

1.3. Optimization

During the evolution of a code, there is a phase in which the system
can submit its rules to a process of optimization.

1.4. Major transition

When the ambiguity of a code is completely eliminated, the system
starts producing components that have biological specificity and set in
motion a major transition in evolution.

1.5. Conservation

After a major transition the system continues to evolve and change
but the rules of the code are transmitted virtually intact to the des-
cendants and are highly conserved in evolution.

The value of this model is that the above five phases can be ob-
served in other cases as well, and in particular in the history of the
neural code, the set of rules that the brain employs to transform the
signals from the sense organs into instincts and feelings.

The present paper has the goal to illustrate a general model on the
origin of biological codes and to this purpose it is divided into three
parts: the first is dedicated to the genetic code, the second to the neural
code and the third to the relationships that exist between codes and
macroevolution.

2. Part 1: the genetic code

2.1. Genetic code phase 1 – beginning

A code is a set of rules that a system employs to perform a particular
function, and its history necessarily takes place within that system. The
genetic code is the set of rules that are used in protein synthesis and its
history necessarily began when the first apparatus of protein synthesis
appeared on the primitive Earth. Today protein synthesis is based on
three types of RNAs: the messenger-RNAs provide a sequence of codons,
the transfer-RNAs associate codons to amino acids and the ribosomal-
RNAs join amino acids together into proteins. The characteristics of the
modern RNAs, furthermore, allow us to reconstruct at least some of the
characteristics of their ancestral precursors.

2.1.1. Ancestral ribosomal-RNAs
The ribosomal RNAs are among the most conserved molecules in

evolution (Woese, 1987, 2000) and contain regions that have the ability
to form peptide bonds (Nitta et al., 1998). This suggests that the ribo-
somal-RNAs appeared very early on the primitive Earth and some of
them could stick amino acids together in no prefixed order thus pro-
ducing random proteins.

2.1.2. Ancestral transfer-RNAs
The modern transfer-RNAs are small molecules that deliver amino

acids to the ribosomal-RNAs and have a basic cloverleaf structure that
has been highly conserved in evolution, a clear sign that they descended
from a common ancestor; it must be underlined, however, that their
contribution to protein synthesis required the presence of a third type of
RNAs.

2.1.3. Ancestral anchoring-RNAs
When amino acids are delivered by transfer-RNAs to the site of

protein synthesis, it is necessary that they are kept at a close distance

for a long enough time to allow the formation of a peptide bond (Wolf
and Koonin, 2007; Fox, 2010). This means that the transfer-RNAs must
have temporary anchoring sites, and in primitive systems these were
provided by anchoring-RNAs, the ancestors of the modern messenger-
RNAs.

The combination of ribosomal-RNAs, transfer-RNAs and anchoring-
RNAs gave origin to an apparatus of protein synthesis where the
transfer-RNAs were automatically creating a mapping between codons
and amino acids, and any such mapping is, by definition, a genetic code.
This is how the genetic code came into being: that code appeared on
Earth when ancestral transfer-RNAs and anchoring-RNAs joined the
ancestral ribosomal-RNAs and became an integral part of the ancestral
apparatus of protein synthesis.

The key point is that the first genetic code was necessarily ambiguous
because nothing could prevent a codon from coding two or more amino
acids (Fitch and Upper, 1987; Osawa, 1995). This means that a se-
quence of codons was translated some time into a protein and some
other time into a different protein, and the apparatus was inevitably
producing statistical proteins.

Statistical proteins cannot act as specific enzymes but can still
perform useful functions. In the ancestral systems it was the RNAs that
were acting as specific enzymes but they could barely work on their
own. They needed peptides and polypeptides to maintain stable con-
formations in space and this ancillary function did not require proteins
with specific sequences.

Statistical proteins, furthermore, could arise from various combi-
nations of acidic, basic, hydrophilic and hydrophobic amino acids, and
this gave them the ability to form helices and pleated sheet, to separate
hydrophilic from hydrophobic regions, to assemble themselves into
supramolecular structures, to create microenvironments and above all
to maintain the system in a state of continuous metabolic activity.

In primitive systems that were producing statistical proteins, in
short, a fraction of these proteins were likely to perform useful func-
tions. But could those systems evolve?

2.2. Genetic code phase 2 – evolution

Protein synthesis requires three types of RNAs, but the molecular
machines that actually make proteins, the ribosomes, are made of ri-
bosomal-RNAs and more than 50 ribosomal proteins, each present in
one or a few copies (Nomura et al., 1974). The ancestral systems, on the
other hand, could only produce statistical proteins, and one may wonder
whether their ribosomes could work with such proteins. Surprisingly,
this is a question to which we can give a positive answer.

A first reason is the fact that the ribosomal proteins change from
species to species, which means that the same function can be per-
formed by different proteins. In bacteria, furthermore, the ribosomal
proteins are fewer and smaller than in eukaryotes, which means that
their number and their molecular weights are not critical factors. The
ribosomal proteins, in other words, can have different weights, different
numbers and different compositions and yet they can all form fully
operational ribosomes. The ancestral ribosomes, in short, did not re-
quire specific proteins and could well have worked with statistical
proteins.

At this point we have the problem of understanding what types of
statistical proteins made up the ancestral ribosomes and here an im-
portant clue has come from self-assembly experiments. Ribosomes are
formed by self-assembly from their components, and it has been pos-
sible to discover the contribution of individual ribosomal proteins by
studying what happens when ribosomes are reassembled without
anyone of them in turn. These experiments have shown that the ribo-
somal proteins fall into three major groups: some are necessary for
function, others are required for self-assembly, and those of the third
group have a stimulating effect but are fundamentally disposable
(Kurland, 1970; Fox, 2010).

The evolution of the ribosomal proteins was therefore a process that
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gave origin first to three great families and then to an increasing
number of protein subfamilies. The ancestral ribosomes could work
with statistical proteins but there was one condition that had to be met:
they could survive in evolution only if the same families and sub-
families of statistical proteins could reappear in every new generation.

Let us examine, for example, the self-assembly of the ancestral ri-
bosomes. This process was repeated in every generation, but when the
genetic code was ambiguous the proteins involved in self-assembly
were affected by that ambiguity and this had an outstanding con-
sequence: the same families of statistical proteins could reappear in the
descendants only if the ambiguity of the genetic code was not cancel-
ling out their family differences.

The ambiguity of the genetic code, in other words, was the limiting
factor that determined how many families of statistical ribosomal pro-
teins could reappear in the descendants. Which means that only by
lowering the ambiguity of the code it was possible to promote the
evolution of the ribosomal proteins. An evolution that increased their
number, diversified their functions and favoured their self-assembly in
every new generation (Barbieri, 2015b).

The purpose of the ancestral systems was not the synthesis of spe-
cific proteins because they could not evaluate the future benefits of such
proteins. What they could evaluate, however, were the immediate ben-
efits of ribosomal machines that were increasingly efficient in produ-
cing their statistical proteins, and it was for this reason that evolution
systematically decreased the ambiguity of the ancestral genetic code.

It will be noticed that the evolution of the ribosomal proteins was
not about this or that protein or this or that protein function. It was
involving all ribosomal proteins at the same time. It was not about in-
dividual features but about collective relationships. It was the evolution
of a systems as a whole, an evolution that went on until the ambiguity
of the genetic code was completely removed and biological specificity in
protein synthesis came into existence.

2.3. Genetic code phase 3 – optimization

The modern genetic code is a mapping between 64 codons carried
by transfer-RNAs and 20 amino acids carried by 20 aminoacyl-tRNA-
synthetases, each of which attaches one amino acid to one or more
tRNAs. The synthetases are specific proteins that can be produced only
by an apparatus that already has a genetic code, and this gives us a
classic chicken-and-egg paradox: how could the genetic code come into
existence if its rules are implemented by proteins that can be made only
when the code already exists?

A possible solution is that the modern apparatus of protein synthesis
was preceded by an ancient apparatus where the amino acids were at-
tached to the transfer-RNAs not by proteins but by RNAs (Maizels and
Weiner, 1987). The modern genetic code, in other words, was preceded
by an ancient genetic code based on RNA-synthetases that were later re-
placed by protein-synthetases.

Such a replacement, on the other hand, was bound to have major
biological consequences. Proteins can mimic RNAs but only up to a
point, and replacing the RNA synthetases with protein synthetases
could well have modified the rules of the ancient genetic code. But did
that actually happen?

The evidence in support of the idea that the ancient code has been
repeatedly modified has come from computer simulation studies which
suggest that the modern code performs better than most of its potential
alternatives (Haig and Hurst, 1991; Freeland and Hurst, 1998;
Bollenbach et al., 2007). There is however some disagreement about
the characteristics that have been optimized.

According to Carl Woese, the genetic code has been optimized for
minimizing the impact of translation errors (Woese, 1965; Woese et al.,
1966), whereas Gilis et al. (2001) have proposed that the modern code
is optimal in respect to the stabilization of protein structure. Itzkovitz
and Alon (2007) have argued that the modern code is nearly optimal for
the acquisition of additional information into genetic sequences,

whereas Drummond and Wilke (2008) have suggested that the modern
code is ideally suited to favor the process of protein folding. On the
whole, the computer simulations support the idea that the genetic code
went through processes of optimization, and we cannot exclude the
possibility that it was simultaneously optimized for a variety of dif-
ferent properties.

It must be underlined that some authors have warned against
reaching overoptimistic conclusions on this issue. Novozhilov et al.
(2007) have pointed out that there are 1084 possible codes and many of
them are more robust than the modern code. Their computer simula-
tions have revealed that the genetic code did go through processes of
optimization but apparently it went only half way up the optimality
ladder.

Whatever did happen in the optimization phase, it seems that the
introduction of protein synthetases in protein synthesis not only re-
placed the ancient genetic code with the modern one, but provided the
conditions for optimizing its performance, a process that gave origin to
a genetic code of extreme virtuosity and the accuracy of protein
synthesis became so high as to be virtually error-free.

2.4. Genetic code phase 4 – major transition

When the ambiguity of the genetic code was completely eliminated,
the ancestral systems acquired the ability of producing specific proteins.
At that point they could have employed these proteins for the same
functions as the previous statistical proteins, but in reality they did
something completely different. They started using specific proteins for
entirely new functions or for functions that were previously performed
by the RNAs, and in this way initiated a revolution that eventually
transformed the ancient RNA world into the modern protein world.
Once in existence, in other words, the genetic code set in motion a
massive change in macroevolution, a true major transition in the his-
tory of life.

We have already seen a first example of the protein revolution in the
change that occurred in protein synthesis when the protein-synthetases
replaced the previous synthetases, a change that transformed the an-
cient genetic code into the modern code.

A second example comes from the ATP synthase, a molecular ma-
chine that represents one of the few universals of biology, like DNA,
ribosomes and the genetic code. Virtually all cells obtain energy from
proton currents generated by ATP synthase, a machine that contains
some two dozen proteins organized into four functional elements
(headpiece, rotor, shaft and stator) (Harold, 2014). These specific pro-
teins could be synthesized only after the appearance of the modern
genetic code, and yet even the previous ancestral systems needed en-
ergy and could only get it by similar energy-transduction means. This is
why it has been proposed that the modern ATP synthases took the place
of previous RNA machines that were operating in the ancestral RNA
world (Mulkidjanian et al., 2007).

Another outstanding example of the protein revolution comes from
the machinery of DNA replication. One can hardly imagine the ances-
tral systems without replicating DNA molecules, and yet most of the
enzymes involved in DNA replication are radically different in bacteria
and archaea, which means that the modern mechanisms of DNA re-
plication have been re-invented at least twice by the descendants of the
common ancestor (Woese, 2002; Koonin and Martin, 2005).

The transition from the ancient RNA world to the modern protein
world started with the appearance of the modern genetic code in the
last universal common ancestor, and went on until the origin of the first
modern cells, when the transition to protein metabolism was virtually
complete and life as we know it came into being. The characteristics of
the ancestral cells have been reconstructed by molecular phylogenetic
trees and are traditionally represented by the three primary kingdoms
that Carl Woese called Archaea, Bacteria and Eukarya (Woese, 1987,
2000). It must be underlined, however, that the origin of the first cells
was not exclusively due to the protein revolution. Another major
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contribution came from the development of different types of cell
membranes in the descendants of the common ancestor (Lombard and
Moreira, 2011).

The cell membrane has a special role in life because it is never
constructed de novo. Membranes always grow from pre-existing mem-
branes, and this has lead to the concept of membrane heredity, the idea
that membranes are passed down from one generation to the next in an
uninterrupted chain of descent (Blobel, 1980; Sapp, 1987; Cavalier-
Smith, 2000; Harold, 2005). Chromosomes are reproduced from pre-
existing chromosomes and membranes from pre-existing membranes
but they carry two very different types of instructions. Chromosomes
transmit genetic information, whereas membranes transmit archi-
tectural order.

We realize in this way that the major transition of the protein re-
volution went on in parallel with the membrane revolution, and both
took place in the descendants of the common ancestor after the origin of
the modern genetic code.

2.5. Genetic code phase 5 – conservation

The genetic code is the set of rules that the apparatus of protein
synthesis employs to make proteins, and yet there is a profound dif-
ference between the evolution of the genetic code and the evolution of
the apparatus of protein synthesis. The genetic code has been highly
conserved since its origin almost 4 billion years ago, whereas the ap-
paratus of protein synthesis has continued to evolve and to change.

In prokaryotes, for example, the ribosomes have molecular weights
of about 2 million, whereas in eukaryotes their weights are more than 4
millions. In bacteria the number of ribosomal proteins is 57, in archaea
68 and in eukaryotes 78 (Lecompte et al., 2002). In eukaryotes, the
ribosomal RNAs are much heavier than in prokaryotes, and the bio-
genesis of the ribosomes is extremely more complex. In fact, virtually
everything has been modified in the apparatus of protein synthesis in
the course of evolution and the sole outstanding exception is the rules
the genetic code. They are the sole entities that have been conserved for
billions of years while everything else has been changed.

This extraordinary process of conservation is usually accounted for
by saying that the genetic code is a set of constraints (Pattee, 2001;
Gould, 2002) and that physical constraints cannot be changed, an idea
that appears to explain why the genetic code has been frozen since the
origin of life.

The statement that the genetic code is a set of constraints is formally
correct because its rules impose severe limitations on a virtually un-
limited number of possibilities. It must be underlined, however, that
they are not physical constraints. A big piece of rock on a road is a
physical constraint, but a traffic light is not; a traffic light is a code, a
totally different type of constraints.

The genetic code is made of biologically generated rules that in no
way can be assimilated to physical constraints because the genes of the
molecules that implement the genetic code are constantly subject, like
all other genes, to mutation and neutral drift. They are in a continuous
state of flux and the fact that they have been highly conserved in
evolution means that there is a biological mechanism that actively and
continuously restores their original structure.

The conservation of the genetic code, in other words, is not the
result of physical constraints but of active biological mechanisms that
are continuously at work. It is tempting to say that these mechanisms
consists in the standard processes of gene replication and gene repair,
but these processes work in the same way on all genes and do not ex-
plain why some genes are more conserved than others.

From a theoretical point of view, the conservation of the genetic
code is studied in the framework of autopoiesis, the idea that living
systems have the ability to produce their own components and to
conserve them in time (Maturana and Varela, 1980). In reality, most
components of the living systems can be changed in the long run, and
only a few must be absolutely conserved. More precisely, it is the

coding rules that are highly conserved in evolution, so what we have is
not autopoiesis but codepoiesis (Barbieri, 2012). The conservation of the
genetic code, in conclusion, is an experimental reality but it is also a
major theoretical problem that remains to be solved.

3. Part 2: the neural code

3.1. Introduction to the neural code

There is a large consensus today that mind is a natural phenomenon
and that mental events are produced by brain events. More precisely, it
is widely accepted that mind is made of higher-level brain processes,
such as feelings and instincts, that are produced by lower-level brain
processes such as neuron firings and synaptic connections (Searle,
2002). We need therefore to understand how does the brain produce the
mind and today the major scientific theories that have been proposed
on this issue can be divided into four groups.

(1) The computational theory is the idea that lower-level brain processes
are transformed into feelings and instincts by neural processes that
are equivalent to computations (Fodor, 1975, 1983; Johnson-Laird,
1983).

(2) The connectionist theory maintains that the brain is solving problems
by means of neural networks that operate with explorative strate-
gies, and feelings and instincts arise as side-effects of these net-
works (Hopfield, 1982; Rumelhart and McClelland, 1986; Edelman,
1989; Holland, 1992; Churchland and Sejnowski, 1993; Crick,
1994).

(3) The emergence theory states that higher-level brain properties
emerge from lower-level neurological phenomena, and mind is
distinct from brain because any emergence is accompanied by the
manifestation of new properties (Morgan Lloyd, 1923; Searle, 1980,
2002).

(4) The code theory is the idea that there has been a neural code at the
origin of mind as there has been a genetic code at the origin of life
(Barbieri, 2003, 2011, 2015a,b).

All four theories have been inspired by observations and have the
goal of describing some real aspects of brain activity; neural compu-
tations and neural networks, for example, are eminently suited to il-
lustrate the automatic operations of the unconscious brain, and we
should not forget that these operations account for the vast majority of
brain activities. It must be underlined, however, that there is a sub-
stantial difference between the code theory and the other three.

According to the code theory, feelings and instincts are not the side-
effects of neural networks (as in connectionism), they do not come into
existence by emergence, and they are not the result of computations. They
are manufactured from lower-level brain processes according to the
rules of the neural code just as proteins are manufactured from amino
acids according to the rules of the genetic code. In the framework of the
code theory, in other words, feelings and instincts are manufactured
brain artifacts, whereas according to the other theories they are spon-
taneous brain products.

The code theory, in conclusion, is a new approach to mind and, as
we will see, there is a substantial body of evidence in its favor, so let us
see if it is possible to reconstruct, at least in principle, how did the
neural code come into being in the history of life.

3.2. Neural code phase 1 – beginning

The nervous system is made of three types of neurons: (1) the sen-
sory neurons transmit to the brain the signals produced by the sense
organs, (2) the motor neurons deliver signals from the brain to the motor
organs (muscles and glands), and (3) the intermediate neurons provide a
bridge between them. In some cases the sensory neurons are directly
connected to the motor neurons, thus forming a reflex arch, a system
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that produces a quick stimulus-response effect known as reflex action.
The first nervous systems were probably a collection of reflex ar-

ches, as it is still the case in a few primitive animals, and it is likely that
the first intermediate neurons evolved as an extension of those arches.
Once in existence, however, in addition to transmitting electrical signals
they started processing them and this new function fuelled their evolu-
tion into increasingly complex systems. This is because the behaviour of
an animal must take into account a variety of cues from the environ-
ment, and to that purpose it is necessary that a motor organ receives
signals from many sense organs and that a sense organ delivers signals
to many motor organs.

The intermediate neurons solved that problem by developing mul-
tiple connections between sensory inputs and motor outputs, but it
must be underlined that they evolved in two very different directions.
One was the formation of neural networks that are totally unconscious
and provide a sort of automatic pilot for the body. The other was the
generation of reactive neural states, the precursors of instincts and feel-
ings, and it was this second process that set in motion the evolution of
the neural code.

It must be underlined that all sense organs send to the brain the
same electrical signals (in the form of trains of action potentials) and
could, in principle, evoke the same reactions. Today this does not
happen because in embryonic development the intermediate neurons
go through processes of differentiation that allow them to respond in
different ways to the same signals that come from different organs
(Gilbert, 2006).

In the first animals, on the other hand, the ancestral neurons had not
yet evolved the differentiation processes that we find in their descen-
dants, and this means that they were responding in similar ways to the
similar signals from the sense organs. The first neural responses, in
other words, were little more than generic reactions but in ancestral
times even vague stimulations could have been useful. That is probably
the situation that existed at the time of the ancestral animals and our
problem is to figure out, at least in principle, how could the neural code
have evolved from such a beginning.

3.3. Neural code phase 2 – evolution

The evolution of the genetic code has been illustrated by Jacques
Ninio (1982) with a beautiful metaphor. He pointed out that in any
hotel, in addition to the familiar keys that open individual doors, there
is a pass-key that opens all doors. At first, one may think that the pass-
key is the most complex of all, whereas the truth is exactly the opposite.
The pass-key is the simplest because what is complex in a key is not the
ability to open a door but the ability to open one particular door and not
all the others.

Ninio remarked that the adaptors of the genetic code can be com-
pared to keys that open individual doors, whereas their common an-
cestor was like a pass-key that could open all doors. A particularly in-
teresting point is that Ninio’s metaphor can also be used to illustrate the
evolution of the neural code. In this case, in fact, it is doubly useful
because the adaptors of the neural code are intermediate neurons and
these cells undergo two distinct processes of diversification: one in
embryonic development and the other in evolution.

The diversification in embryonic development is necessary because
it is only that process that allow the intermediate neurons to respond in
different ways to the same electrical signals that come from different
sense organs. This, incidentally, has an outstanding theoretical im-
plication: the fact that the intermediate neurons diversify their re-
sponses during embryonic development means that those responses can
be modified according to need and are therefore based on arbitrary rules;
which amounts to saying that a neural code does exist in the inter-
mediate brain.

The diversification of the intermediate neurons in evolution was
necessary because the ancestral neurons had not yet evolved the dif-
ferentiation processes that we find in their descendants, and this means

that the ancestral neural code was different from the modern code.
Without the modern differentiation processes, the ancestral neurons
were bound to respond in the same way to the electrical signals that
they were receiving from the sense organs. The first neural code, in
other words, was totally ambiguous (like a pass-key that opens all
doors).

The crucial point is that the ambiguity of the neural code was af-
fecting not only the neural states that are induced in the intermediate
neurons, but also the signals that these neurons deliver to the motor
organs. The ambiguity of the neural code, in other words, was gen-
erating ambiguity in all reactions of the body, and anything that could
improve these reactions was bound to be favoured in evolution.

The ability of the animals to respond to the signals from the en-
vironment was directly affected by the ambiguity of the neural code,
and this ambiguity could be decreased only by introducing new dif-
ferentiation steps in embryonic development, a process that went on
until the intermediate neurons acquired the ability to produce specific
reactions to the signals from the sense organs (like keys that only open
individual doors).

The ancestral animals could not evaluate the future benefits of a
non-ambiguous neural code, but they could certainly evaluate the im-
mediate benefits of any operation that improved the reactions of the
body, and it was for this reason that evolution systematically decreased
the ambiguity of the ancestral neural code.

It will be noticed that the evolution of the neural code took place by
differentiation processes that went on in all intermediate neurons. It
was not about individual features but about collective relationships. It
was the evolution of a systems as a whole, an evolution that went on
until any ambiguity in the neural code was completely removed and
biological specificity in the nervous system came into being.

3.4. Neural code phase 3 – optimization

In the case of the genetic code it is possible to conceive countless
alternatives simply by postulating different mappings between codons
and amino acids, and the study of these alternative codes has shown
that the genetic code went through a process of optimization in an early
phase of its history.

In the case of the neural code this approach is not practicable be-
cause its rules are not implemented by stable molecules, but by fleeting
brain processes that are much harder to pin down. Despite this, how-
ever, we can still say that the neural code too went through a process of
optimization.

A first hint of this potential was given by Aldous Huxley (1954)
when he remarked that “The function of the nervous system is to protect us
from being overwhelmed and confused by a mass of largely useless and ir-
relevant knowledge, by shutting out most of what we should otherwise per-
ceive or remember at any moment, and leaving only that very small and
special selection which is likely to be practically useful.”

This ability of the nervous system to select a small part of the in-
coming signals is in fact a form of optimization, in the sense that the
brain had to learn how to obtain a maximum result from a minimum
amount of data. This concept was formulated in more precise terms by
Ross Ashby with the free-energy principle, the idea that self-organizing
systems maintain their internal order by restricting themselves to a
limited number of states (Ashby, 1962).

It has been shown that the free-energy principle is closely associated
with the law of entropy and with the principle of least action and is at
work in many processes, in particular in self-assembly, pattern forma-
tion, cybernetic control and autopoiesis (Jaynes, 1957; Evans, 2003;
Ortega and Braun, 2012). The principle has also been applied to animal
evolution by Karl Friston, who proposed that the nervous system
evolved in a way that tended to minimize the difference between the
information received from the sense organs and the model of the world
built by the brain (Friston et al., 2006; Friston, 2010, 2012).

The free-energy principle, in other words, allows animals to catch

M. Barbieri BioSystems 181 (2019) 11–19

15



increasing amounts of reality by evolving relationships between mental
images that represent at least some of the relationships that exist be-
tween objects in the physical world. It is true that the brain has no
direct access to reality because its information is filtered by the sense
organs, but we can still say that our perceptions must reflect some as-
pects of reality otherwise we could not survive. François Jacob has
expressed this concept with admirable clarity: “If the image that a bird
gets of the insects it needs to feed its progeny does not reflect at least some
aspects of reality, there are no more progeny. If the representation that a
monkey builds of the branch it wants to leap to has nothing to do with
reality, then there is no more monkey. And if this did not apply to ourselves,
we would not be here to discuss this point” (Jacob, 1982).

It is very likely, in short, that the nervous system evolved with a
mechanism that was closely related to the free-energy principle, and
this is a minimization principle so it is legitimate to conclude that a
process of optimization did take place in the evolution of the brain.

3.5. Neural code phase 4 – major transition

Feelings, instincts and emotions are referred to as first-person ex-
periences because they are experienced directly, without inter-
mediaries. They make us feel that we know our body, that we are in
charge of its movements, that we are conscious beings and that we live
a personal life. Above all, they are quintessentially private internal
states, and this makes it impossible to share them with other people.

The goal of science is to produce reliable models of what exists in
nature, and first-person experiences are undoubtedly part of nature, so
we need models that help us, at least in principle, to understand them.

Let us take, for example, the case in which a toe is injured. We know
that signals are immediately sent to the brain that processes them and
delivers orders to the motor organs that spring the body into action.
Here we have two distinct players where one (the intermediate brain) is
the observer and the other (the injured toe) is the observed. It is the
observer that receives signals from the toe and transforms them into a
feeling of pain, but then something extraordinary happens. We do not
feel the pain in the brain, where the feeling is created, but in the toe,
where the injury took place. Observer and observed have collapsed into
one, and it is precisely this short-circuit between them that generates a
first-person experience.

Something similar takes place when we receive signals from the
environment, for example when we look at a tree. In this case, an image
is formed on the retina and the retina sends signals to the brain. Again,
there is a physical separation between the sender and the receiver of
signals, and yet we do not see an image on the retina, where the visual
signals are generated, nor in the brain, where they are processed. What
we see is a tree in the outside world. This is again a first-person ex-
perience and again it is generated by a physiological process that
somehow creates a short-circuit between observer and observed.

This tells us that first-person experiences are nothing elementary
and indivisible. On the contrary, they are the result of complex op-
erations where highly differentiated cells act in concert to create a
physiological short-circuit between body and brain, between observer
and observed, between senders and receivers of neural signals.

That kind of complexity was necessarily the result of a long evolu-
tionary process, and that process could start only when feelings and
instincts were playing specific roles in animal behaviour, i.e., only
when the ambiguity of the ancestral neural code was completely
eliminated.

The origin of the neural code, in other words, set in motion a true
biological revolution, a major transition that transformed the un-
conscious brain of the ancestral animals into the feeling brain of the
modern animals. The result was an absolute novelty: it was the origin of
consciousness, the origin of subjectivity, the origin of first-person experi-
ences, in short, the origin of mind.

This is the code theory of mind, the idea that there has been a neural
code at the origin of mind as there has been a genetic code at the origin

of life. It is also the idea that there are neurological processes that
create short-circuits between brain and body and give origin to first-
person experiences, to the feeling that we are conscious subjects and
not automatons (Barbieri, 2011, 2015).

3.6. Neural code phase 5 – conservation

There is ample evidence that virtually all animals have the same
basic instincts and feelings. They all have the imperative to survive and
to reproduce. They all experience hunger and thirst, fear and aggression,
and they are all capable of reacting to stimuli such as light, sound,
pressure and temperature. The basic feelings and instincts, in short, are
virtually universal in animals, and this means that they appeared in an
ancestral population and have been highly conserved ever since. After
the common ancestor, on the other hand, the intermediate brain has
continued to evolve and to change in many different ways. The in-
vertebrates, for example, adopted a streamlining strategy that reduced
their brain development to the bare essentials, whereas the vertebrates
explored almost without limits the potentialities of the intermediate
brain.

The conservation of the basic instincts and feelings, in other words,
has gone hand in hand with the transformation of the intermediate
brain, a pattern that has also been observed in the evolution of the cells,
where the genetic code has been highly conserved whereas the appa-
ratus of protein synthesis has continued to change. In both cases we
have a system where virtually everything is on the move, except a
fundamental set of rules, and this strongly suggests that a neural code
does exist and that, like the genetic code, it has been highly conserved
after its appearance in a common ancestor. The existence of the neural
code, in other words, is the most parsimonious explanation of the ex-
perimental fact that the basic instincts and feelings of the animals have
been strongly conserved in evolution.

Another faculty of the brain that is virtually universal is the ability
to dream. Dreams are neural states that are clearly manufactured by the
brain, and are therefore brain artefacts that are assembled according to
a set of rules. Again, the existence of the neural code is the most par-
simonious explanation of what we actually observe in Nature.

The operations of the intermediate brain are set in motion by the
signals received from the sense organs, but these organs arise from the
basic histological tissues of the body, and these tissues (epithelial,
connective, muscular and nervous tissues) are the same in all triplo-
blastic animals. All signals that are delivered to the brain, in other
words, are produced by organs that arise from a limited number of
universal tissues, and represent therefore a limited number of universal
inputs. The basic feelings and instincts, on the other hand, are found in
virtually all triploblastic animals and represent a limited number of
universal outputs.

What we observe, in short, is a universal set of basic histological
tissues on one side, a universal set of basic animal feelings on the other
side, and a set of neural transformation processes in between. The most
parsimonious explanation is that the neural processes in between are
also a universal set of operations. And since there is no necessary
physical link between sense organs and feelings, we conclude that the
bridge between them can only be provided by the arbitrary rules of a
highly conserved neural code.

4. Part 3: codes and macroevolution

4.1. Two great families of biological codes

The genetic code was the first of a long succession of organic codes
that have appeared in the history of life. Among them, the sequence
codes (Trifonov, 1989, 1996, 1999), the sugar code (Gabius, 2000,
2009), the signal transduction codes (Barbieri, 2003), the splicing codes
(Barbieri, 2003; Fu, 2004; Buratti et al., 2006; Wang and Cooper,
2007), the compartment codes (Barbieri, 2003), the tubulin code (Verhey
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and Gaertig, 2007; Janke, 2014), the nuclear signalling code (Maraldi,
2008), the ubiquitin code (Komander and Rape, 2012), the molecular
codes (De Beule et al., 2011; Görlich et al., 2011; Görlich and Dittrich,
2013; Dittrich, 2018) and the lamin code (Maraldi, 2018).

The evolution of life took place exclusively in single cells for about
three billion years, but eventually some eukaryotes gave origin to
multicellular creatures and new organic codes came into being. Among
them: the Hox code (Hunt et al., 1991; Kessel and Gruss, 1991), the
adhesion codes (Redies and Takeichi, 1996; Shapiro and Colman, 1999;
Faria, 2018), the histone code (Strahl and Allis, 2000; Turner, 2000,
2007; Kühn and Hofmeyr, 2014; Prakash and Fournier, 2018), the
transcriptional codes (Jessell, 2000; Marquard and Pfaff, 2001), the
apoptosis code (Basañez and Hardwick, 2008; Füllgrabe et al., 2010),
and the bioelectric code (Tseng and Levin, 2013; Levin, 2014).

With the origin of the nervous systems, a completely new type of
biological entities came into being; entities such as action potentials and
neuron firings at the cellular level, and entities such as instincts and
feelings at the organism level. In addition to organic evolution, based on
organic molecules, what came into being was neural evolution, based on
neural states, and even in this new world we find codes.

The neural code was the forerunner of a new family of biological
codes that evolved in nervous systems. It has been reported, for ex-
ample, a neural code for mechanical stimuli (Nicolelis and Ribeiro, 2006;
Nicolelis, 2011), a neural code for taste (Di Lorenzo, 2000; Hallock and
Di Lorenzo, 2006), a synaptic code (Hart et al., 1995; Szabo and Soltesz,
2015), a space code in the hippocampus (O’Keefe and Burgess, 1996,
2005; Hafting et al., 2005; Brandon and Hasselmo, 2009), the acoustic
codes (Farina and Pieretti, 2014; Farina, 2018) and the olfactory code
(Grabe and Sachse, 2018).

The evolution of the nervous systems, on the other hand, produced
not only neural codes but also the animal ability of interpreting the
world. The difference between coding and interpretation is beautifully
illustrated by a classical example of animal behavior. When a snake
chases a prey and the prey hides behind a tree, the snake stops chasing.
When a wolf chases a prey and the prey hides behind a tree, the wolf
goes on chasing. The snake is only using codified rules, whereas the wolf
makes an act of interpretation. The wolf makes a ‘mental jump beyond
the appearances’, and that is what interpretation is: a ‘jump to con-
clusions’, a process that Charles Peirce called abduction.

An act of interpretation, in other words, is a form of semiosis be-
cause it gives meanings to something, but it is different from coding
because it is not based on a fixed set of coding rules but on processes of
abduction. The most traditional form of semiosis, on the other hand, is
language and this gives us a problem: is language a third type of
semiosis or can we reduce it to coding and interpretation?

5. The origin of language

The study of language is complicated by the fact that there is no
consensus on its definition. Some have proposed that language is based
on a universal grammar, and therefore on the rules of a code, whereas
others insist that language is a social phenomenon. This is why it is
important to make a sharp distinction between a code and the appa-
ratus that is using that code. In protein synthesis, for example, this
distinction is clear because we know that the genetic code is a set of
rules that are used by the apparatus that makes proteins. In linguistics,
instead, the term language is often used in both senses so it is necessary
to underline that the apparatus of language is a system that may or may
not contain a code but in any case it is much more complex than a set of
coding rules.

This amounts to saying that the origin of language consists in two
distinct problems: one is the origin of the apparatus of language, the
other is the origin of the code of language, if such a code does exist.

As for the first problem, we can get an idea of what is involved in
the apparatus of language from a brief summary of what takes place in
the first years of human development.

It has been calculated that our species should have a gestation
period of 21 months in order to complete all processes of foetal de-
velopment (Portmann, 1941, 1945; Gould, 1977). A newborn human
baby, in other words, is in effect a premature foetus, and the whole first
year of life is but a continuation of the foetal stage. This peculiarity is
due to the fact that the birth canal can only cope with a limited increase
of the foetus size, and any extension of the foetal period had to be ac-
companied by an anticipation of the time of birth. The result is that our
foetal development became split into two distinct phases – intrauterine
and extrauterine – and eventually the extrauterine phase (12 months)
became the longest of the two.

The crucial point is that the second part of foetal development is a
phase of intense brain wiring. In all other mammals the major part of
brain wiring takes place in the protected environment of the uterus,
whereas in our species it takes place outside the uterus, where the body
is exposed to the turbulence of a constantly changing environment. In
our species, in short, the extrauterine phase of foetal development
creates the conditions for a unique type of brain wiring and language
does depend on brain wiring.

Another crucial point is that infants acquire a language only if their
postnatal development is assisted, i.e., only if they interact with other
human beings, and this tells us that the acquisition of language is also a
social process and not only an individual one.

Let us now turn to the second problem: is there a language code in
the apparatus of language as there is a genetic code in the apparatus of
protein synthesis?

Here we need to distinguish between written language and spoken
language. Written language is clearly based on codes because it is a
mapping between written signs and sounds, whereas spoken language is
a much more complex phenomenon. The crucial point is that written
language is totally dependent on spoken language and this implies that
the codes of written language could hardly exist without a prior code in
spoken language, so it is highly likely that a code of language does exist
in the apparatus of language even if we have not yet been able to pin it
down.

Language, in conclusion, is acquired by infants with a variety of
mechanisms that includes codes and interpretation but it is not re-
ducible to them and represents therefore a third form of semiosis.

6. The codes of culture

Language gave origin to culture and culture is based on cultural
codes, so there are three great classes of codes in the living world: the
organic codes, the neural codes and the cultural codes. The key point is
that there is an enormous difference between them: the cultural codes
are ephemeral, short-lived and constantly changing, whereas the bio-
logical codes (organic codes and neural codes) are the most conserved
entities in evolution. How can we explain this massive difference be-
tween the most conserved and the least conserved rules in the history of
life?

All codes are sets of arbitrary rules that create a bridge between the
objects of two independent worlds that function as signs and meanings
by means of other objects called adaptors, and the differences between
the codes are largely due to the differences that exist between their
objects.

In the genetic code the signs are codons, the meanings are amino
acids and the adaptors are the transfer-RNAs that create a mapping
between them. All these molecules are genetically inherited and have
been highly conserved in evolution because only their conservation
assures that the same biological characteristics are transmitted from
one generation to the next.

In the neural code the adaptors are the neurons of the intermediate
brain, the cells that receive signals from the sense organs and transform
them into instincts and feelings according to a fixed set of rules. It must
be underlined, however, that these cells must undergo specific pro-
cesses of differentiation in order to perform their functions. This is
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because all sense organs send the same types of electrical signals to all
intermediate neurons, and it is only the differentiation processes of
embryonic development that allow the neurons to respond in different
ways to the same signals. In the neural code, in other words, signs,
meanings and adaptors are not inherited as they are in the genetic code.
They come into being only after processes of embryonic differentiation,
and we know that they have been highly conserved in evolution be-
cause there is ample evidence that virtually all animals have the same
basic instincts and feelings and are capable of reacting to external sti-
muli such as light, sound, pressure and temperature.

In the codes of culture the adaptors are much more complex than
molecules and cells: they are the human beings themselves, the systems
that actually associate signs to meanings in all cultural codes. In this
case, however, what makes the difference is not the complexity of the
adaptors per se. It is the fact that the signs and the meanings of the
cultural codes are not transmitted by genes or by embryonic processes:
they are acquired by processes of imitation, interpretation and learning
in the first years of postnatal development and only when this devel-
opment is assisted by other human beings.

This means that the signs and the meanings of the cultural codes are
affected by cultural variations and can change according to cultural
circumstances, which explains why they are intrinsically short-lived.
The codes of culture, in other words are fundamentally different from
the codes of nature and this implies that the general model described in
this paper does not apply to them. It is a model for codes that are highly
conserved in evolution and not for the ephemeral man-made codes of
culture.

7. Two mechanisms of evolution

The fact that many biological codes exist today in living systems
means that they came into being during the history of life, and this
suggests that coding is a mechanism that Nature has employed many
times in the course of evolution. Today, on the other hand, it is almost
universally accepted that natural selection is the sole mechanism of
evolution, and this means that we need to take a closer look at the
relationship that exists between natural selection, biological codes and
evolution. Let us start from this question: where does natural selection
come from?

The copying of the genes is the elementary act that leads to heredity,
and when the process of copying goes on and on indefinitely another
phenomenon comes into being. Copying mistakes become inevitable
and in a world of limited resources not all changes can be realized and a
selection is bound to take place. Molecular copying, in short, leads to
heredity, and the indefinite repetition of molecular copying in a world
of limited resources leads to natural selection. That is how natural se-
lection came into existence. Molecular copying started it and molecular
copying has perpetuated it ever since. Which means that natural selec-
tion would be the sole mechanism of evolution if molecular copying were the
sole basic mechanism of life.

The discovery of the genetic code, however, has proved that there
are two distinct molecular mechanisms at the basis of life, the copying of
the genes and the coding of proteins. The discovery of other organic
codes, furthermore, allows us to generalize this conclusion because it
proves that coding is not limited to protein synthesis. Life, in other
words, is not based on copying alone. It is based on copying and coding,
and these two molecular mechanisms give origin to two distinct me-
chanisms of evolution because an evolutionary mechanism is but the
long term result of a fundamental molecular mechanism.

More precisely, the existence of copying and coding at the molecular
level means that there are two distinct types of evolutionary change:
evolution by natural selection, based on copying, and evolution by natural
conventions, based on coding (Barbieri, 1985, 2003).

But can we prove it? The only way to prove that natural selection
and natural conventions are two distinct mechanisms is to prove that
coding cannot be reduced to copying.

This in fact turns out to be fairly straightforward because copying
and coding involve two very different entities. A variation in the
copying of a gene changes the linear sequence, i.e., the information of
that gene. A variation in a coding rule, instead, changes the meaning of
that rule. The great difference that exists between copying and coding,
and therefore between natural selection and natural conventions, comes
from the difference that exists between ‘information’ and ‘meaning’.

The fact remains, however, that copying is a universally accepted
mechanism of evolution, but coding is not, and this has probably a
simple explanation: it is due to the fact that we understand the me-
chanism of copying but do not see how the arbitrary rules of a code
could have come into existence. This is why we need a theoretical
framework that makes us understand the origin of biological codes, and
the model presented in this paper is a first step in that direction.
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